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Abstract: Automatic proofreading refers to the use of computers to identify and correct writing or 
grammatical errors in text. Today's automatic proofreading studies use large-scale lexicon to 
proofread words, making it difficult to syntactically proofread and not support large-scale free text 
processing. Therefore, this paper uses the knowledge map to achieve syntactic and semantic 
proofreading of the text, in which the proofreading semantic error types are wrong word, missing 
components and defining contradictions. Compared with the widely used Chinese automatic 
proofreading system, the semantic proofreading method has a high recall rate. 

1. Introduction 
The wide application of computer spawned Chinese text automatic proofreading Tools, to 

substitute the time-consuming traditional artificial proofreading, is one of the most common Office 
bring Chinese automatic proofreading tool Office Proofing Tools, and other widely used tool of 
proofreading assistant, small red pen, hermas proofreading system, etc. However, the existing 
proofreading tools can only realize word proofreading based on large-scale thesaurus, which is 
difficult to achieve syntactic and semantic proofreading. Moreover, these proofreading tools are 
paid software, and users need to pay relatively high fees to be used [1]. If the lexicon is not updated 
in time, the proofreading effect will be affected. Moreover, due to the excessive reliance on lexicon, 
we can only proofread the word errors in the text, and fail to recognize the syntactic and semantic 
errors in the sentence, such as the incomplete composition of the sentence and the definition 
contradiction between the sentences. 

Chinese text automatic proofreading started relatively late in China, and the existing text 
automatic proofreading technologies mainly include context-based local language features, 
rule-based and statistics-based proofreading methods [2]. 

(1) Proofreading method based on local language features of context 
The features of local language refer to the features of part of speech, character, and so on. 

Microsoft research China first used the Winnow method to learn the word-related local language 
features and long-distance language features in the text, and then selected the words in the target 
word confusion set according to the context features [3]. The difficulties of this multi-feature-based 
proofreading method lie in feature extraction and obfuscation set construction [4]. Harbin Institute 
of Technology based on the candidate words of all the words in the sentence to be proofread to 
obtain the candidate matrix of the corresponding sentence. According to the statistical and structural 
features of the sentence, the best word sequence is selected from the candidate matrix and compared 
with the original sentence to find the wrong words. The difficulty of this method lies in the 
construction of word candidate matrix [5]. Although the accuracy of the method based on local 
features is high, the algorithm complexity is high and it is limited in practical application. 

(2) Proofreading method based on rule 
Beijing normal university USES the correction grammar rule to proofread the text. When the 

sentence meets the rule, it only needs to mark the corresponding word wrong according to the rule. 
However, the university has limited error-correcting ability to the method [6]. Harbin Institute of 
Technology USES the phrase rule to combine a word with a participle to form a phrase, then 
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gradually binds the correct string and marks the remaining single characters as errors. The 
limitation of this method is that it cannot detect the substitution error of multiple strings, and the 
phrase rule constructed by it covers a narrow range [7]. Wu yan et al. [8] used the reverse maximum 
matching method and the local corpus statistical algorithm to obtain the scattered strings in the text, 
and then obtained the candidate error strings through word matching and grammar analysis. Finally, 
they corrected the error strings through the interactive method. The method of this school is simple 
to implement, which only needs to proofread according to the established rules. However, due to the 
inability to exhaustive all the rules, the proofreading accuracy is affected by the rules. 

(3) Statistical proofreading method 
Shen maobang [9] and ma jinshan [10] both proposed to use the n-gram model of Chinese 

characters and dependency syntactic analysis to obtain the structural information of a sentence, and 
then realize the proofreading of text misspellings. Duan liangtao et al. [11] proposed a word-based 
language model and corp-based n-gram error checking strategy to realize automatic proofreading of 
Chinese texts. Sun et al. [12] proposed the method of "strapping", using the n-gram language model 
to proofread and correct text. In the limited field, the method has a high error rate, but it is still 
affected by the size of the training corpus and the type of corpus field. 

Based on the research of Chinese text proofreading system, this paper proposes a semantic 
proofreading method based on knowledge graph. Firstly, entity extraction technology is used to 
extract the entities in the text statement. Then, based on the matching results of the entities and 
relational rules, syntactic and semantic error types are found in the knowledge graph. By comparing 
with the existing automatic Chinese proofreading system, we find that the method has a high recall 
rate for all kinds of semantic errors in the limited field. 

2. Design of Chinese text proofreading system 
Because semantic errors are hard to find, the existing proofreading technology of Chinese text is 

basically based on large-scale thesaurus, such as black horse proofreading system and proofreading 
assistant. If the thesaurus is not updated in time, the proofreading result will be affected. In addition, 
it is difficult to accomplish syntactic and semantic proofreading by comparing the words in the 
proofreading text with the words in the lexicon. Therefore, based on the knowledge map, this 
section USES the entity extraction function to find syntactic and semantic errors in the sentence, 
whose proofreading error types include wrong words, missing components and definition 
contradictions. Therefore, the Chinese automatic proofreading system designed in this section 
mainly includes proofreading modules for wrong words, defining contradiction proofreading 
modules, proofreading modules for missing components and comprehensive proofreading modules. 
The specific structure is shown in the figure 1. 

Users

Wrong word 
proofreading

Component missing 
proofreading

Define contradiction 
proofreading

Comprehensive 
proofreading

 
Figure 1. Structure of Chinese text proofreading system 

2.1 Wrong word proofreading module 
The wrong word is usually the sound of the right word or shape near the word, is usually in the 

use of different input methods to input the error, artificial not easy to find this kind of error. The 
wrong word module can only be used to proofread the word as a solid word in the text, and the 
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wrong word results given by the system can only reflect that the word has the tendency of 
misspelling, but cannot completely determine that it is wrong. 

The process of proofreading in this module is as follows: firstly, entities in the text to be 
proofread are extracted by using entity extraction function, and then these entities are matched with 
triples in the knowledge graph. If an entity is matched and the results are consistent, the entity word 
is accurate. If it matches the related entity but does not match, it means that the entity word may be 
an error, then return the related entity as the correct word. If the relevant entity cannot be 
completely matched, it means that it is impossible to judge whether the entity word is an error, as 
shown in the figure 2. 
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Figure 2. Structure of wrong word Proofreading Module 

2.2 Component missing proofreading module 
The component missing proofreading module is used to proofread whether there are missing 

components in the sentence. This section mainly proofreads the three components of 
subject-verb-object. Also, the entity extraction function is used first to extract the entities in the 
statement. If the extracted result is the entity pair, then the relationship of the entity pair is obtained 
by using the relationship rule matching again. If the entity pair and the relationship label can match 
successfully in the knowledge graph, then the statement is complete. If the relation of entity pair 
cannot be obtained by using relationship rule matching, the predicate component may be missing. 
When the extracted result only has a single entity, and the corresponding relationship label can be 
found by using relationship rule matching, if the matching is successful in the knowledge graph, it 
is necessary to determine whether the entity is entity 1 or entity 2 of triples. If the result is entity 1, 
the statement may be missing the object and be completed with entity 2, whereas it may be missing 
the subject and completed. Among them, relationship rule matching refers to scanning the statement 
according to the keywords of each relationship label. If there are keywords of corresponding 
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relationship labels in the statement, the matching will be successful. Some relationship rules are 
shown in table 1. 

Table 1. Partial relationship rules 

Key words of questions Relationship label 
Inclusion, include, coverage, division, divide into... Hyponymy relationship 

Equal to, also known as, that is, approximately equal, also called... Synonymy relationship 
concept, refers to, what is it, meaning, 

Called, explanation... Interpretive relationship 

Belongs to, characteristic, attribute, advantage... Part-whole relationship 
It is for, because, so... Causality 

If the knowledge graph cannot be used to determine whether the sentence has missing 
components, the dependency parsing can be used to analyze the sentence components, but this 
method cannot be used to correct errors. As shown in the figure 3. 
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Figure 3. Structure of component missing proofreading module 

2.3 Define contradiction proofreading module 
The proofreading module that define contradiction is used to check whether there is definition 

contradiction between statements, that is, whether there is ambiguity in the content described by 
different statements under the same topic. Similarly, firstly, the entity extraction function is used to 
extract the entity pairs in each statement, then the relationship rule matching is used to obtain the 
entity pairs in the statement, and finally, the search result based on knowledge graph is used to 
analyze whether the contradiction is defined. If the entity pairs of different statements are the same, 
but the relationship labels are different, the statement may define a contradiction. If the entity 1 and 
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relationship labels of different statements are the same, but the entity 2 is different, the statement 
may define a contradiction. If the entity 2 and relationship labels of different statements are the 
same, but the entity 1 is different, the statement may also define a contradiction. The specific 
process is shown in the figure 4. 

StartStart

 Text input  Text input 

Entity 
extraction 

Entity 
extraction 

Relationship 
rule matching 
Relationship 
rule matching 

Entity 2, relationship labels are 
the same, entity 1 is different?

Entity 2, relationship labels are 
the same, entity 1 is different?

Entity 1, relationship labels are 
the same, entity 2 is different?

Entity 1, relationship labels are 
the same, entity 2 is different?

Definitions are 
contradictory

Definitions are 
contradictory

Entity 2, relationship labels are 
the same, entity 1 is different?

Entity 2, relationship labels are 
the same, entity 1 is different?

Definition is 
correct

Definition is 
correct

EndEnd

Yes

Yes

Yes No

No

No

 
Figure 4. Structure of define contradiction proofreading module 

3. Comparison of proofreading performance 
Existing Chinese text automatic proofreading tools are mainly black horse proofreading system, 

proofreading assistant, proofreading expert and small red pen. The performance of the text 
proofreading method based on entity extraction function and knowledge graph is compared with the 
four proofreading tools mentioned above. Based on four types of errors, 50 statements related to the 
Data Structure course that contain corresponding errors and 50 statements that do not contain 
corresponding errors were selected, and five proofreading methods were used to proofread the 
statements and calculate the accuracy of proofreading. The accuracy is calculated by dividing the 
number of errors found by the total number of errors, as shown in the table 2. 

Table 2. Performance comparison of proofreading systems 

 Wrong 
word 

Component 
missing 

Define 
contradiction Speed(S) 

Dark horse proofreading system 71.42% 34.1% 28.6% 0.58 
Proofreading experts 28.6% N/R N/R 0.63 
Proofreading assistant 29.7% N/R N/R 1.03 

Small red pen 80.95% N/R N/R 0.67 
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Proofreading method based on 
knowledge graph 66.7% 64.8% 72.43% 3.1 

4. Conclusion 
This paper studies Chinese automatic proofreading. Because the existing widely used 

proofreading system can only proofread the wrong words based on the large-scale thesaurus, unable 
to proofread the syntax and semantics. Therefore, this paper uses the entity extraction function and 
knowledge graph in question and answer research to realize semantic proofreading, and designs a 
Chinese automatic proofreading system. Among them, the types of semantic errors that can be 
proofread are wrong word, missing components, defining contradictions and missing contents. By 
comparing the performance of the proofreading system with that of the widely used proofreading 
system, it is found that in the limited field, the proofreading function of this paper has a high recall 
rate in the recognition of wrong words and syntactic and semantic errors. 
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